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Abstract— Robots operate under certain forces that affect
their behavior. Consider, a drone meant to deliver packages
must hold its pose as long as it operates under its weight and
wind limits. Validating that such a drone handles external forces
correctly is key to ensuring its safety. Nevertheless, validating
the system’s behavior under the effect of such forces can be dif-
ficult and costly. For example, checking the effects of different
wind magnitudes may require waiting for the matching outdoor
conditions or requiring wind tunnels. Checking the effects of
different package sizes and shapes may require many slow and
laborious iterations, and validating the combinations of wind
gusts and package configurations is often hard to replicate. This
work introduces a framework to overcome such challenges by
mimicking external forces exercised on a drone with limited
cost, setup, and space. The framework consists of a haptic
suit device with directional propellers that can be mounted
onto a drone, a synthesizer to transform intended forces into
setpoints for the suit’s directional propellers, and a controller
for the suit to meet those setpoints. We conduct a study to
assess the framework’s capabilities under multiple scenarios
involving various forces. Our findings show that the haptic suit
framework can recreate real-world forces on the drone with
acceptable precision.

I. INTRODUCTION

Drones are incredibly versatile, allowing them to complete
a multitude of missions in a variety of environments. They
can carry sensors and objects [1], [2], balance inverted
pendulums [3], [4], juggle balls [5], [6], grasp or push
objects [7], [8], or take off from underwater [9]. Throughout
all these missions, external forces are exerted on the drone.
Carrying weights adds a downwards force, hanging pendu-
lums introduce a swinging force, juggling balls create an
intermittent impact force, grasping objects adds a downwards
and rotational force, and taking off from underwater adds a
resistive force that is removed once in the air.

Validating that drones can adequately behave under those
external forces is critical to ensure their correct and safe
operation. Such validation takes multiple forms, from model
simulation, which offers the opportunity to quickly test many
variants of the system and approximations of the forces in
the environment, to field tests that exercise the entire system
in a limited number of real environments with real physical
forces. In this work, we focus on the challenge of conducting
full system tests carried out in both a lab and in the field.

Validating the effect of external forces on drones brings
significant challenges. Consider a drone that must hold its
pose while delivering cargo. First, precisely validating the
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Fig. 1: Overview of the Haptic Suit Framework

effects of wind would require specialized mechanisms like
wind tunnels. Second, validating the space of behaviors
would require validating various cargo configurations (e.g.,
weight, shape). This can be laborious as testers must often
set each scenario manually. Third, some forces are extremely
difficult to replicate, such as those caused by the subtle
combination of gusts of wind and cargo configuration. These
challenges make drone behavior validation under external
forces costly, difficult, and often infeasible.

In this work, we introduce a framework to address these
challenges. Inspired by haptic feedback in interactive systems
that simulate forces to provide immersive experiences to
users [10], [11], this framework recreates forces on the
drone to replicate real-world scenarios. Figure 1 provides
an overview of the framework and its three key components:
1) an electro-mechanical device that attaches to the drone
under test to provide directional propellers that can generate
a rich space of forces and torques; 2) a synthesizer that trans-
forms user-specified force Fi,,  and torque 7}, functions
into a set of target motor speeds @; and angles 6; for each
motor #, using the inverse kinematic equations of the suit; and
3) controllers that read the state of the suit and the drone and
use the w; and 6; as setpoints to actuate the suit propellers
to match those targets.

The contributions of this work are:

« An innovative concept connecting drone validation and
haptic feedback to induce external controlled forces.

o A framework that enables the exertion of a rich set of
programmable forces for the validation of drones.

« A study showing that the haptic suit framework can suc-
cessfully replicate forces from 5 distinct real scenarios.
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II. RELATED WORK

Several approaches exist to exercise and manipulate spe-
cific external forces on drones. For example, to mimic wind
forces, various forms of fans [12], and wind tunnels [13],
[14], [15] have been proposed, offering trade-offs between
cost, flexibility, and accuracy in the forces being exercised.
Similarly, to mimic payloads, it is relatively common to build
devices that enable the attachment of different masses with
varying volumes [16], [17]. In this case, the level of control
can be accurate but often requires a manual setup [18].
Beyond simple forces, we find that general mechanisms for
applying forces to a drone are lacking.

In this paper, we aim to accurately mimic more com-
plex external forces without needing expensive setups and
laborious procedures. Although not pursuing the same goals,
the closest line of work comes from the variety of testbeds
meant to support drone development [19], [20], [21], [22],
[23]. This work aims to secure the drone such that it can
not crash while allowing for some form of movement. For
example, Ding et al. proposed using a humanoid arm to
hold a drone while it is flying. The goal was to secure the
drone while minimizing the effect of this connection [23].
While the purpose of this work was not to exert forces on
the drone, one could imagine that with adjustments to the
controller function, as well as the development of a new set
of kinematics, one could recreate larger forces with precision.
Still, these devices are complex and expensive, and for most
of the forces we intend to mimic, it would be bounded by
the arm’s reach, degrees of freedom, and velocities, while
our haptic suit does not have those limitations.

Another related line of work that in part inspired this
work is in the area of haptics. Researchers have shown
that propeller-based propulsion can be used to produce high-
fidelity directional force feedback and provide realistic force
feedback to its users [10], [11]. However, these methods are
designed for handheld use, and their use for robot testing has
not been investigated. The closest line of work mimics real
sensor values on drones to provide a mix of real world and
simulated sensor data [24], [25], [26]. However, this work
lacks the ability to exert actual forces onto the drone.

III. FRAMEWORK

The framework aims to mimic the forces a drone may
experience during flight, enabling engineers to validate their
drones under various scenarios more efficiently, quickly, and
easily. We now describe its key components in more detail.

A. Haptic Suit Device

The following requirements guided the haptic suit design.
First, the device needed to generate forces with a wide range
of magnitudes and directions to support many scenarios (in-
cluding the ones we later studied). Second, the device needed
to mount on the host drone without any point of contact with
other external entities in order to reduce flying constraints
or interference. Third, the device needed to minimize the
disturbance to the drone’s normal behavior to avoid failures
that the introduction of the suit may cause.

B) Haptic Suit

Single Motor
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03 = 180 2/:%‘:’
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Fig. 2: Quadrotor, Haptic-Suit, and Haptic-Suit integrated
with Quadrotor (grey circles represent quadrotor propellers).

The suit design follows from those requirements. Concep-
tually, the suit is elegant in its simplicity in that it adopts
the host-drone structural design. Without loss of generality
and to facilitate the explanation, we exemplify the integration
of the haptic suit to a quadrotor as shown in Figure 2. For
a quadrotor, shown in Figure 2-A, the suit device consists
of four arms, each one with a rotor at its end, as shown
in Figure 2-B, reflecting the design of the drone. In the suit,
each of the i (i =4 for quadrotor) rotor’s thrust F; and torque
values 7; can be independently controlled by varying the
motor speed ;. However, unlike a typical drone where F; is
always perpendicular to the drone, the suit can independently
rotate each arm by 6; through additional motors at the base
of each arm. To allow for precise control, each arm is fitted
with an IMU reporting its attitude. This allows us to vary
the magnitude of F; and T; by varying @;, as well as vary
the direction by varying 6;, to create a wide range of forces
on the drone regardless of the drone’s current pose.

The integration of the haptic suit and drone is shown in
Figure 2-C. The haptic suit is mounted onto the drone with a
shift of 45 degrees. This integration meets our requirements
in the following ways. First, as each arm has a motor that can
independently rotate, it can generate a wide range of forces,
allowing for the simulation of a wide range of scenarios.
Second, the suit is not attached to anything but the drone,
thus not limiting the drone to any specific environment.
Third, the suit is symmetrical, lightweight, and has arms that
protrude out further than the drone’s arms. This minimizes
the changes in both the total and center of mass of the drone
while also minimizing interference among airflow through
propellers. These design choices reduce the chance that the
suit will affect the normal behavior of the drone.

The conceptual design simplicity offers a rich space of
trade-offs that will determine the magnitude of the forces that
the suit can generate. For example, more powerful motors can
generate greater forces. However, their weight, the weight of
the arms required to support them, and the battery require-
ments may undermine some of the forces they can generate
and the preciseness of the overall force manipulation. The
arms’ length and rotational speed can also affect the type and
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magnitude of forces that can be applied. This also indirectly
affects the airflow of the other drone’s rotors. The profile of
all these elements can affect the dynamics of the drone, from
adding weight to changing the drag coefficients. We will
discuss the particular choices we made for one instantiation
of the framework under Section III-F.

B. Force to Control Set Points

Given a haptic suit device, the framework must convert
a set of user-defined forces Fj,, j and torques 7|, into a
set of motor speeds @y; 4 and rotations 6|y 4. For example,
if a user wants to simulate carrying a package, which is
equivalent to applying negative force in the Z direction
(—F;), we would need all motors to spin at equal speeds
(0 = wy = ...) such that they generate a force of the correct
magnitude (F;). Furthermore, each of the motors would also
need to be pointing directly downwards (6[1,4] = 180), so
that the direction of the force is in the same direction as
gravity (—F;) to exert the same force as a package. Similarly,
if a user wants to mimic a horizontal wind with a force Fj,
whose magnitude is the same as that of the first example, then
motors 2 and 3 would need to create forces in the F, plane
by rotating (634 = 90), and each would need to operate at
double the speed of the first example to compensate for the
lack of motors 1 and 2.

To perform such conversion computations, we define a set
of kinematic equations for the haptic suit. Consider motor;
in Figure 2-B, with target speed @; and rotation 6;. The
force Fy and torque T generated by that motor are Fy = k¢ x
o and Ty =k, X @; where k¢ and k,, are the proportionality
constants for thrust and moments respectively [27]. Since the
capability to rotate the motor affects the forces and torques
direction, we must decompose F; and Ty into (Fyi,Fy1,F;q)
and (Ty1,Ty1,T;1). Equations 1 showcase the decomposition
of F, with similar equations holding for 7.

Fg=—-F X sin(@l); Fy=0; F;1 =F X COS(Ql) (1)

We can now generalize these equations to a full suit as
per Equations 2.

Fyi = —F; x sin(6;);F; = 0;F,; = F; x cos(6;) 1 i € [1,2]

2
Fii = 0;F); = —F; X sin(6;);F,;; = F; X cos(6;) : i € [3,4] @

These equations are derived from Equation 1 and thus
Fy; =0 for motors 1 and 2, while F,; =0 for motors 3 and
4, as these motors are incapable of rotating in the Y and
X planes respectively. To compute torque we use a similar
derivation except that since motors on opposite sides of an
arm rotate opposite each other, their torque cancels out, so
the terms for 7, and T; are negated.

The final step is to compute the total force Fy, Fy, F; as per
Equation 3. Computing the torques Ty,7;,7; must take into
consideration the additional torque placed on the system by
any unbalanced forces in any given directions. For example,
a torque around the X axis can be created by an imbalance
of the forces in the Z direction between motors 1 and 2.

4
Firyq= ; Flry i 3)

To obtain the speed and rotations needed to generate a
given force and torque, we compute the inverse kinematics.
Given the complexity of the equations and the fact that the
number of degrees of freedom is different from the number
of variables, we approximate the inverse using numerical
methods described in more detail in the implementation.

4
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C. Controller

The final step is to actuate each of the suit’s motors and
arms into the correct configuration. The framework uses two
traditional PID closed-loop controllers per arm. The first
controls the motor speed, using the current motor speed as
feedback, while the second uses the IMU attitude information
as feedback. Note that having an IMU on each arm allows
the framework to control the haptic suit independently of
the drone’s pose and behavior, which allows users to define
forces in the world frame while ignoring the drone’s pose.
The set points are given by @y 4 and 6y; 4 produced by the
previous framework component.

D. Generality

As defined, the framework can be directly instantiated to
support multiple drone configurations under two conditions:
1) the device placement can coincide with the drone’s center
of mass, and 2) a symmetrical distribution of suit motors is
a good fit for the drone structure and the intended forces and
torques. As part of the framework presentation we introduced
a 4-motor-suit configuration that fits, for example, common
quadcopters and octocopters, in the following study we use a
2-motor-suit configuration that suffices to explore the target
scenarios on a quadcopter, and extensions to more motors
should be trivial to instantiate reusing a similar suit structure
(with different motors and arms’ length), body of kinematic
equations, and controllers.

E. Limitations and Trade-offs

The haptic framework’s range of forces is constrained by
two factors. The first results from the suit design, which
mimics a typical drone. Drones control yaw by varying the
speeds of motors that spin in opposite directions. A speed
imbalance will produce a non-zero overall torque, resulting
in a yaw. Three things occur when our suit rotates an arm,
as seen in Equation 4. First, as the arm rotates, the force
component in the F, direction will decrease, resulting in
a roll or pitch. Second, the arms rotation will induce a
Fx, or F, component, resulting in additional yaw. Third,
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Fig. 3: Two-arm haptic suit prototype (marked using dashed
lines) mounted on a DJI Flamewheel F450 drone [28].

the torque generated by the motor’s spin will also become
imbalanced, adding additional roll, pitch, or yaw depending
on the rotation. Therefore while we can generate a force in
any direction, some forces may result in rolls, pitches, or
yaws that can be modeled and should be monitored.

The second results from mounting the suit onto the drone.
The drone’s design and capabilities (e.g., weight, footprint,
lift, controller) and its tolerance for the unintended pertur-
bations caused by the suit (e.g., interference with airflow,
additional weight) directly affect the design of the suit (e.g.,
the motors it can carry, the propellers dimension, power
supply, the arms’ length) and thus the magnitude of the forces
our haptic suit can produce.

F. Implementation

Our implementation, which is publicly available', uses
a DJI F450 [28] with a Pixhawk controller [29] governed
by the Freyja mission controller [30]. The experiments only
required operation in the XY-plane and thus only required
a suit with 2 arms. Since the drone’s arms are 25cm, to
minimize airflow interaction, we used Smm-diameter and
29cm length carbon fiber tubes. Each arm connects to a DC
motor for rotation driven by a dual-motor driver (Adafruit
TB6612). Each arm also has an IMU (SparkFun BNOOS8O0) to
determine its current rotation angle. 3D-printed components
were used to firmly attach the suit to the drone.

The Flamewheel can carry up to 1kg of payload with lim-
ited noticeable behavioral changes, which drove the selection
of components. We used two tri-blade propellers (length:
5 inch, pitch: 4 inch) and two brushless motors (GARTT
ML2204S 2300KV) that are driven by two electronic speed
controllers (HGLRC 30A) to generate thrusts. The brushless
motors are connected to two UXCELL GAI12-N20 DC
motors with reduction gears (6V, 70 RPM). Each motor was
connected to the end of the carbon fiber tube. The DC and
brushless motors were controlled using an Adafruit Feather
MO, to which the user could send commands over WiFi.
We equipped the suit with its own battery to avoid affecting
the drones’ behavior by sharing a power source. The suit,
including battery, weighed under 800 grams to minimize the
effects on the drone’s behavior.

The remaining components are implemented on top of the
Robotic Operating System (ROS) [31] as nodes developed

"https://github.com/hildebrandt—-carl/HapticSuit

TABLE I: The force and torques used by each scenario.

Scenario Force and Torque (Newtons)
Weight (Indoor) F,=—
Steady Wind (Indoor) =1

Gusting Wind (Indoor)
Pendulum (Indoor)

Fy=fi ([0'57 1])’T[x4,y,z] :fZ([O-lvO-s])
K= f(p).F. = falp)

-5 if0<tr<30
F=10=30" itr>30

Drop Weight (Outdoor)

in Python. The suit PID controllers are implemented on the
Adafruit Feather MO. The numerical solver used to compute
the inverse kinematics in Matlab [32] was the vpasolver.

IV. StUDY

The study is meant to assess the extent to which the haptic
suit framework could mimic real-world forces on a drone.

A. Setup

1) Suit: To assess the haptic suit framework capabilities,
we used the prototype described in Section III-F with the suit
shown in Figure 3. Through a set of empirical calibrations,
we set the ky and k;, of the kinematic model and the con-
troller coefficients introduced in Section III. The synthesizer
that transforms forces and torches to motor velocities and
rotation angles was executed offline, while the controller was
executed online as the scenarios were running.

2) Scenarios: We flew the drone under a series of sce-
narios, listed in Table I, designed to expose different types
of forces. The weight scenario produces a constant force
that points in the Z direction. The wind scenarios produce
either a constant force in the Y direction, or in the case
of the gusting wind a force in the Y direction and torques
in the X,Y, and Z direction sampled from a set interval.
The pendulum scenario produces a force in the Z and Y
direction that varies based on the position of the drone p. The
scenarios were performed indoors using a motion capture
system, Vicon [33], that is capable of measuring the vehicle’s
pose at 200Hz with a Smm accuracy. The outdoor drop-
weight experiment follows a piecewise function based on the
time ¢, and measurements were taken based on the commands
generated by Ardupilot [34].

For each scenario, we compare the drone’s behavior under
the real external forces versus the forces induced by the
haptic suit framework. The scenarios with real forces used
physical weights, wind generated by fans, and attached
pendulums to create a baseline. For the weight scenario,
we selected a 100g, 200g, and 300g cargo. For the wind
experiments, we used an industrial fan capable of generating
gusts of winds up to 4m/s. To create the pendulum scenario,
we attached a hinge allowing a unidirectional motion to a
carbon fiber rod that carried weights of 100g, 200g, and
300g. For the outdoor drop-weight scenarios, we used 500g
cargo that was dropped after a set time interval using a rope
connected to a pin which, when pulled, released the weight.

B. Results for Weight Scenario

In this scenario, the drone was set to hover at 1m while
carrying a set weight. Each of the experiments was run 5
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Fig. 4: Average thrust at different real weights and weights
induced by the haptic suit.
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Fig. 5: Average altitude induced using different real weights
and weights induced by the haptic suit.

times for 1 minute. We assess the drone’s behavior in terms
of the thrust commands sent by the controller Freyja [30]
and the drone’s altitude while carrying different weights.

Figure 4 shows the thrust commands sent to the drone
by the controller in newtons. Solid lines represent thrust
readings using real weights, while dashed lines represent
thrust using the haptic suit. As expected, the more weight that
is added, the higher the thrust command sent to the drone to
maintain altitude. More interestingly, the thrust command’s
average and standard deviation are almost identical when
using the haptic suit to replicate the real weights. This sug-
gests that, from the drone’s perspective, the suit is exercising
almost the same external forces. Figure 5 shows the altitude
of the drone as measured by Vicon. The average and standard
deviations on altitude are almost identical when comparing
the real and the replicated scenarios using the haptic suit.
Even the slow decline in altitude at 300g observed in reality,
likely caused by an erroneous drone configuration parameter,
is replicated when using the haptic suit. Last, the validation
with the haptic suit was significantly faster and less error-
prone than the real payload, which required frequent stops
to remove a weight and secure a new one.

C. Result: Wind Scenarios

We first wanted to explore how the drone would behave
under a constant wind force. Testing this often requires an
elaborate environment to produce steady wind flows. It is
not difficult to conjecture, however, how the drone should
behave under a steady wind. We expect that the drone should
lean against the wind to maintain its position. Thus, for this

—— Baseline
==+ 5% Throttle

AT Forre e (e PR
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Fig. 6: Average pitch reported at different constant wind
velocities induced by the haptic suit

first wind scenario, rather than testing our drone against a
real constant wind, we validated our hypothesis using the
haptic suit to replicate the drone operating under steady
winds. The test involved increasing the magnitude of the
force in the F, direction using 3 constant values. These
correlated with suit throttle values (@) of 5%, 10%, and
15%. Each of these configurations was run 5 times, and the
average and standard deviation of the drone’s pitch is shown
in Figure 6. The pitch adjustments of the drone match our
conjecture. When the haptic suit’s motors were set to 5%,
the pitch was not significantly different from the baseline.
However, as the horizontal force placed on the drone grew,
the drone made more drastic pitch adjustments to counteract
this force. At 15% throttle, which generates a wind equivalent
of 1IN of force, the drone must almost continuously perform
corrections of up to five degrees.

For the varied wind scenario, we rely on industrial fans
to mimic wind forces on drones. The airflow in the area
where the drone is to hover was recorded between 2.9m/s
and 4.1m/s, reflecting the noisy airflow produced. To recreate
this scenario using the haptic suit, we randomly varied both
Fy and Tj, ,  inside set intervals. Each random sample was
selected from a normal distribution to mimic the real wind
gusts. The pitch of the drone was then recorded over 5 runs
when exposed to the fans and 5 runs when using the haptic
suit forces. As shown in Figure 7, the recorded pitch values
show a greater amplitude than with the steady wind, as the
drone must continuously adjust to different forces to maintain
its position. We find that the behaviors are similar when
comparing the real wind gusts and the haptic suit-induced
ones. However, the haptic suit, on average, produces slightly
more pitch than the wind gusts. This is possibly due to slight
variations in the drone’s altitude, which would take it in
and out of the airflow produced by the fans. This difference
points to the limitations of employing such current devices
compared with the haptic suit.

D. Results: Oscillating Pendulum Scenario

For this scenario, the drone flies at an altitude of Im
along the x-axis starting at -1m and traversing to Im before
aggressively turning back until it gets to the start point, where
it would wait 20 seconds before repeating the process.

To define the forces induced by the pendulum that would
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Fig. 7: Average pitch induced by real fans and haptic suit.
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Fig. 8: Average pitch induced by a pendulum with different
weights and haptic suit.

serve as inputs to the haptic suit, we modified OpenAl’s
cartpole simulation [35] to match our scenario (our pen-
dulum is facing down, has a range from 0-180 degrees).
We modified the simulation to include friction and a PID
controller that moved the base of the pendulum to a given
setpoint p corresponding to the pose of the drone. Thus, the
simulation pendulum angle would be updated as the drone
moved. The magnitude and direction of the transformed force
of the simulator were then sent to the force to control module,
which forwarded the correct @y; 5) and 6} 5 to the haptic suit.

Figure 8 shows the drone’s pitch. We were specifically
interested in the 6-second mark when the drone tries to be-
come leveled but is affected by the swinging pendulum. We
notice how well the haptic suit mimics the real-world forces,
with a maximum average difference of 3 degrees at 6s. We
conjecture the slight differences observed can be attributed
to the simplistic simulation model we used (oversimplified
friction approximation) or communication delays (the suit
was controlled from a wireless station). Overall, we find it
promising that this rather complex scenario can be modeled
so accurately using the haptic suit.

E. Results: Drop-Weight

In this outdoor scenario we manually flew the drone
to roughly 2m above the ground while using Ardupilot’s
altitude hold mode to maintain the drone’s current altitude
without any pilot feedback. For the scenario we took off with
a payload of 500g attached. After roughly 30 seconds, the
payload is released. We expect that as the weight is released
there is a sudden change in altitude accompanied by a change
in thrust to recover the altitude.

T T
0.17] — Real Weight _:
—=—- Haptic Suit

Altitude (m)

-0.15

-0.20 +
2 —4 -2 0 2 4
Time (s)

—4 -2 0
Time (s)

(a) Average thrust (b) Average altitude

Fig. 9: Thrust and altitude when dropping real weights and
using the haptic suit. Time Os corresponds to time of weight
being dropped.

Figure 9a showcases the average thrust (a unitless value
reported by Ardupilot) when using the real weight and the
haptic suit approximation, with time O corresponding to the
weight being dropped. In both cases, when the weight is
dropped, there is a spike in thrust. Figure 9b showcases
the average altitude changes from the original altitude at
the time of dropping weight. As before, when the weight
is dropped, there is a sudden increase in altitude when using
both the real weight and haptic suit. We notice that when
using the real weight, there is a larger increase in altitude
likely caused by the friction in the weight release mechanism
that was not accounted for in the force functions. This point
again highlights one of the advantages of the haptic suit to
overcome the limitations of existing practices that would
have required a setup that includes a more sophisticated
release mechanism to validate the drone’s stability to changes
in weights while flying.

V. CONCLUSIONS

We have introduced a haptic suit framework able to exert
various forces on a drone as part of its validation. We found
that the drone’s thrust, attitude, pose, and behavior under
real and haptic suit induced forces appear to be very similar.
This provides evidence that the haptic suit can recreate real-
world forces on the drone. We also found that surprising
behaviors identified under real forces, such as losing altitude
in the heavy-weight scenario, are also identified by the haptic
suit, providing support for the haptic suit as an effective
tool in complementing real-world testing. Last, we found
that specific real forces, as simple as a constant wind or
as complex as a nonlinear function that changes with the
drone state, can be extremely difficult and costly to create
in the lab but may be approximated through the suit with
limited effort. In future work, we will explore scenarios that
require richer functions, such as capturing a moving object
in flight, we will create additional suits to fit other drone
configurations, and we will extend the application of the
suit to validate behaviors involving drone translation so that
experiments that currently require large outdoor spaces can
be done in the confines of the lab.
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